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ABSTRACT

This thesis is concerned with the development of the Refined Image Search by Example (RISE) system, which carries out web-based image searches and attempts to refine the results by utilizing an image analysis and ranking algorithm. Initially, background research is carried out regarding existing frameworks and systems for web-based image retrieval. RISE is based on the assumption that the combination of a textual and an image query can yield more meaningful search results. Specifically, the image results of a text-based search are retrieved from the web using the Google Image Search JavaScript API. Then, a combination of texture, color, and brightness low-level features is extracted from the resulting images as well as from the query image using C#. These features were selected after investigating a larger set of possible features and feature combinations using Matlab. Lastly, a similarity measure is utilized in order to determine the ranking of each resulting image with respect to the query image. Thus, the RISE image search results are presented in a refined and more relevant order using the user interface that was developed in ASP.NET and C#.
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CHAPTER 1
INTRODUCTION

1.1 Introduction to Web-Based Image Retrieval (WBIR)

The continuous growth of the World Wide Web (WWW) as well as the advances in digital imaging and related technologies, have led to an extremely voluminous distribution of images over the Internet. It is therefore very crucial that there exist efficient and reliable systems for handling web-based image search and retrieval tasks. The development of such systems has been a topic of ongoing research during the last few decades, a fact that shows how current and challenging the problem of retrieving images from the web continues to be.

Indeed, there is a large amount of complexity linked to the development of Web-Based Image Retrieval (WBIR) systems. This complexity is basically associated with the free and unattended use of images in web pages, as well as the lack of a standard that describes the relationships between the text and embedded images in the same web pages. In addition, web images tend to have a broad range of meanings, since they are created by different people and for different purposes, and their qualities vary significantly. As a result, the usage of a traditional database system and the sole use of a visual model for the retrieval process, become impossible.
A number of issues need to be addressed when developing WBIR systems are discussed in [1]. The most crucial of these issues are: (1) finding a means to gather the image data, (2) deciding what image descriptors to use for indexing and retrieval, (3) selecting the similarity and/or matching measures that will be used for retrieval, and (4) deciding how the user will query the system. Figure 1 demonstrates the general structure of a WBIR system, based on the aforementioned issues.

1.2 Frameworks for WBIR

In general, there are two frameworks for WBIR: ‘Text-Based Image Retrieval’ (TBIR) and ‘Content-Based Image Retrieval’ (CBIR) [2, 3, and 4]. TBIR, which is also known as ‘Semantic-Based Image Retrieval’ (SBIR), is the traditional approach of searching images and other types of web content. Web search engines that fall into this category usually collect images that are embedded in different sites on the Internet and index them by utilizing the text information that is shown in their corresponding web pages. For example, such information can be the file names
of the images, surrounding text, image captions, the page title, etc [8, 9]. Provided that a user enters a textual query as input to an image search engine, TBIR algorithms compare this query to the textual information of the indexed images, and results are returned based on the matching rankings that are produced.

Unfortunately, based solely on textual meta-data in order to acquire image results can be a very problematic task. First of all, the textual information that is extracted from a containing web page can be irrelevant to the semantics of an image. Also, lots of ‘noise’ images exist on the web, such as buttons, banners, or logos, which can render the results useless if their meta-data is included as input to the search algorithm. Furthermore, the content of the text that is meant to accompany an image on the web is highly subjective. That is, different people may write different things to describe the content of an image. This can cause a great level of imprecision between the expected and the actual results of an image search that is based on text information.

In addition, one may need to retrieve images having the same look (e.g. texture or color distribution). In this case, CBIR techniques are more suitable for carrying out image searches since text rarely describes the image’s features in addition to its content.

CBIR emerged as an alternative to TBIR, in order to alleviate problems that arise in the latter. Instead of utilizing textual information to retrieve images, CBIR systems automatically index images by utilizing their low-level visual features, such as color, texture, shape, and spatial layout [5]. Typically, an example image is provided as input to a CBIR system, something that is also known as ‘Query-by-Visual-Example’ (QBVE). Other means of QBVE, which are nonetheless sparsely used, include: submitting a sketch, clicking on a texture palette, or selecting a shape of a specific interest. After the query image is provided, its attributes are extracted. The same feature extraction algorithm that is applied on the input image is also applied on the
database images. Then, appropriate measures are used to calculate the similarities between the query image and the database images. More information regarding features and similarity measures that can be used for CBIR will be later investigated in Chapter 2.

Though many sophisticated CBIR algorithms have been developed over the past few years, the users’ expectations for attaining image search results that are precise and tailored to their needs, have not yet been completely fulfilled. This is mainly caused by the so-called ‘semantic gap’ (SG), that is, the lack of coincidence between the information that one can extract from the low-level visual data and the high-level concepts that humans use (keywords, text descriptors), for a given situation [6]. An overview of techniques used to eliminate the SG can be found in [7]. Another reason why a web-based CBIR system can fail is due to the fact that images with similar low level features may have different contents. As a result, numerous disconnected and disparate images may show up in the results, causing frustration to the users.

From what was discussed above, it seems that by using TBIR or CBIR as standalone technologies in a WBIR system does not always yield the anticipated results. What appears more promising, however, is to incorporate both technologies in hybrid systems and attempt to employ techniques that will reduce the SG as much as possible [10]. For example, if a user took a picture near a stream in a park and needs additional pictures of that specific place (e.g. to create a panorama), the park name can be the input to TBIR and the image to CBIR. This thesis introduces a method that combines TBIR and CBIR in order to retrieve images from the WWW. Next, an overview of existing WBIR systems is presented along with the proposed system.

1.3 Overview of existing systems and proposed method

An important number of WBIR systems have been developed since the early ‘90s. These systems utilize either TBIR or CBIR techniques, or make a combination of the two (hybrid
systems). Below, we take a look at a few of these systems, beginning with earlier ones.

Among the first prototypes that were proposed is WebSeer [10], which exploits image content and associated text to index images. Users have to provide a textual query, coupled with some attributes of the desired image, such as its file size, dimensions, type (photograph or graphic), and prevailing colors. If the search is concentrated on people, the system gives users the opportunity to additionally specify the number of faces and the size of portraits. WebSeer possesses a crawler that traverses the Web, downloading a small number of both HTML and images. The retrieval process entails gathering of every image whose associated text contains any word of the given textual query, sorting of the results based on the weighted sum of these words, and refinement on the basis of image attributes (size, type, dimensions, etc.). After each image is indexed by the weighted keywords, it is processed by a series of tests (most common color test, farthest neighbor test, etc), which aim to classify the image as photograph or drawing, and to detect people’s faces.

Early efforts on WBIR also include the DrawSearch [11] and ImageRover [12] systems. DrawSearch is a CBIR system that allows two types of querying: querying by sketch using color and shape distribution, as well as querying by texture content. Shape characteristics extraction is done by the use of a Fourier descriptor approach and texture-based segmentation and texture extraction are achieved by the use of Gaussian Markovian Random Fields (GMRF). The users can refine the results since the system incorporates relevance feedback that uses query-point movement [13].

ImageRover combines textual and visual information. Searches in this system are carried out on a database of 100,000 images collected from the Web. Users begin their search by providing a textual query. After the first results are returned, users can refine their search by providing a new
textual query, by selecting one or more of the returned images to guide a new search based on content, or they can use both. Image content in ImageRover is represented by color histograms, orientation histograms, and texture direction, whereas the HTML content containing the image is represented by a Latent Semantic Indexing (LSI) vector. In addition, Principal Component Analysis (PCA) is utilized to reduce feature dimension and $k$-$d$ trees are used for indexing. A newer system that also combines textual and visual information is AtlasWISE [14]. This system gathers its data by browsing popular index pages, such as Google and Yahoo!, and downloads both text and images. The downloaded images and data are preserved until they are processed (only thumbnails and links are kept), and then they are deleted in order to save storage space. The visual features that are utilized include edge-orientation histograms and color histograms. The textual features, on the other hand, make use of keywords that are relevant to the images. These keywords are estimated from the images’ tags and captions, page titles, and the surrounding text. The visual retrieval process is based on a relevance feedback algorithm that allows users to formulate their queries by combining positive and negative image examples. This way, the undesired images or features are eliminated.

Another system that exploits the capabilities of commercial search engines and utilizes both textual and visual features is ReSPEC (Re-Ranking Sets of Pictures by Exploiting Consistency) [15]. After a user enters a textual query, the Yahoo! search engine is used to download the first 500 image results. Then, a graph-based algorithm is used to segment the downloaded images into blobs and to build HSV color histograms for each blob. Subsequently, the blobs are clustered based on a gradient ascent method for finding local density maxima and the cluster that corresponds to the largest number of parent images is found. Finally, the mean of the selected cluster is calculated in the feature space and all Yahoo! results are re-ranked based on the
distance of each blob in every image to the calculated mean. By doing so, the system infers the representation of the object of interest (i.e. image) from text-based to content based, and improves the results of the search.

Rather than deducing the image search from text-based to content based, creators of Olive [16] claim that image results can be improved by introducing additional semantic layers during the retrieval process. The system primarily reformulates the textual query provided by the user. It does so by employing WordNet [17] knowledge base about the given concept. Then, it utilizes Google Images as an external module to collect images. At the same time, a list of categories that are close to the query is generated using the knowledge base. Once these two processes are finished, an answers page is generated. For each image on the answers page, it is possible to search for visually related images using the PIRIA visual search engine [18]. Experimenting with Olive showed that utilization of semantic structures in existing image indexes, like Google, can yield more meaningful results.

While most of the above systems require users to provide textual queries as inputs, none of them allows users to upload their preferred images and use those instead as the base of their search. Even the most popular search engines nowadays (Google, Yahoo!, Bing) are still text-based. Since these engines do not analyze the pixel content of images, they cannot be used to search for image collections that are not annotated. What would change this situation, however, is the development of automatic annotation and tagging techniques for the images, accompanied by a large number of concepts. Unfortunately, this is not a trivial task because creation of competent systems is a tremendously challenging problem.

A system that allows image queries and annotation in real time is ALIPR (Automatic Linguistic Indexing of Pictures – Real Time) [19]. After a user uploads a picture to the system
(or specifies an image URL), a list of automatically derived tags is suggested. Users can make their tag selections from this list and can additionally provide other tags, which they think are relevant to their search. When the image results are presented, users can also choose an image to carry out a related image search, find similar visual images, or just provide a textual query to search images based on tags or titles of the images. In order to achieve the real time computerized suggestions of the image tags, ALIPR combines feature extraction and statistical modeling. Specifically, a fast image segmentation method is used, which is based on wavelets and $k$-means clustering. Additionally, the system incorporates a generalized mixture of model techniques to handle non-vector data, which is developed by using the concept of Hypothetical Local Mapping (HLM).

Another system that allows querying by image examples is TinEye [20]. TinEye is a reverse image search engine for the web that has been given great attention recently. By submitting an image or its URL, a user can discover where this image came from, how it is being used, if modified versions of the image exist, or to find higher resolution versions. Rather than using keywords, watermarks, or inbound links (as Google does) to locate images, TinEye traces images by matching digital fingerprints of the image’s pixel array. As a result, it can find exact same images that have been renamed, cropped, or even screen grabbed. TinEye has a tremendous potential to grow\(^1\) and is estimated that it has already indexed more that 1.6 billion images.

There are also a few other systems available on the web that allow direct image use as the query of the search, including Gapoza [21] and Attraseek [22], but less effective than the aforementioned ones. Gapoza is a similar image search engine which allows its users to upload their own image, to provide the URL of an image, to submit a drawing, or to provide a textual query. Similarity is calculated based on color and image features. However, results do not always

include the object of search and hence there is a need of algorithmic refinement. Finally, Attraseek is a private image search engine and there is only a demo available on the web, from which users can search in an index of a few millions of images. There is not much information available regarding the algorithm used.

The proposed WBIR system combines TBIR and CBIR. Specifically, image search results from TBIR are collected and an input/query image is used to refine these results. This is done by extracting visual features from both the query image and the images that were retrieved by the TBIR. The goal is to utilize low-level features that can be extracted in relatively non-convoluted mathematical operations in order to have a fast WBIR process. The extracted features are primarily color-based and texture-based. Then a process is utilized to produce similarity scores between the query image and the resulting images (that were returned by TBIR). Then, these images are ranked accordingly so that the search results, i.e. the images, are presented to the user in a more relevant order.

1.4 Remaining chapters

The rest of this thesis is organized as follows. Chapter 2 investigates a number of low-level features that can be used for image retrieval and presents similarity measures that can be utilized to compare the query image to the images returned by the WBIR system. Chapter 3 presents RISE, a system that carries out web-based image searches by processing the results acquired by textual queries with the goal of refining the order in which they were initially presented by comparing them against a reference/query image. Chapter 4 illustrates and analyzes example search results of RISE. Finally, Chapter 5 draws conclusions and discusses for future work and possible improvements for RISE.
1.5 Key Terms

• CBIR – Content-Based Image Retrieval
• QBVE – Query-by-Visual-Example
• RISE – Refined Image Search by Example
• SBIR – Semantic-Based Image Retrieval
• SG – Semantic Gap
• TBIR – Text-Based Image Retrieval
• WBIR – Web-Based Image Retrieval
• WWW – World Wide Web
CHAPTER 2
FEATURE EXTRACTION AND SIMILARITY MEASURES

2.1 Feature Extraction

Systems that utilize CBIR technologies (either exclusively or as a part of hybrid applications), depend on the visual properties of images to derive their results. Low-level features, such as color, shape, and texture, are commonly used to capture the visual attributes of both the querying and the candidate images for retrieval. Extraction of features can be done globally (i.e. for the entire image) or locally (i.e. for a specific region of the image). In the case of local feature extraction, segmentation of the images is a common pre-processing step.

2.1.1 Color

Color is one of the most extensively used feature descriptors in CBIR systems. The differences between colors are sought to be measured in ways that are easy to implement. Colors are defined using specific models, like the RGB, HSV, CMY, and HSL color spaces, which are suitable for different applications [22]. Frequently used color features or descriptors are the following: color histogram [23], color moments [24], and color coherence vectors [25]. While the aforementioned features are among the earliest used in CBIR, more recent approaches focus more on the summarization of colors in an image, that is, the creation of signatures out of colors [27, 28]. Other color features used, that were also included in the MPEG-7 standard are: dominant color and scalable color [26].
2.1.1.1 Color histogram

A color histogram denotes the joint probabilities of the intensities of the color channels in a specific color space [23]. Specifically, for the RGB space, the color histogram is defined as

\[ h_{r,g,b} = N \cdot \Pr \{ R = r, G = g, B = b \} , \]

where \( N \) is the number of pixels in the image and R, G, and B the three color channels.

Computation of the color histogram is achieved by discretizing the colors within the image and by counting the number of pixels for each color. Since the number of pixels is finite, it is sometimes useful to convert the three channel histogram into a single variable histogram. Given a specific transform \( m \), let’s say \( m = r + N_r g + N_g N_b b \), where \( N_r, N_g, \) and \( N_b \) are the number of bins for the red, green, and blue colors respectively, the single variable histogram becomes

\[ h_m = N \cdot \Pr \{ M = m \} \]

Color histograms are generally efficient and show no sensitivity to small changes in camera viewpoint. However, they do not provide spatial information of the image, which means that two images that are significantly different may have similar histograms. Additionally, color histograms are sensitive to compression and changes in overall image brightness.

2.1.1.2 Color moments

Color moments are measures used to describe the probability distribution of colors in an image and must be calculated for every channel in the color space used. The authors of [24] make use of three central moments for color distribution: Mean (E), Standard Deviation (\( \sigma \)), and Skewness (s). Assuming that \( p_{ij} \) is the value of the \( i^{th} \) color channel at the \( j^{th} \) image pixel and \( N \) the number of pixels in an image, the aforementioned central moments are calculated by the following formulas:
where,

\[ E_i = \frac{1}{N} \sum_{j=1}^{N} p_{ij}, \]  

(2.3)

\[ \sigma_i = \sqrt{\left( \frac{1}{N} \sum_{j=1}^{N} (p_{ij} - E_i)^2 \right)}, \]  

(2.4)

\[ s_i = \sqrt[3]{\left( \frac{1}{N} \sum_{j=1}^{N} (p_{ij} - E_i)^3 \right)}, \]  

(2.5)

where,

\( E_i \): the average color value in the image

\( \sigma_i \): the square root of the variance of the distribution

\( s_i \): a measure of the degree of asymmetry in the distribution

A function of the similarity between two image distributions can be defined as the sum of the weighted differences between the moments of the two distributions:

\[ d_{\text{mom}}(H, I) = \sum_{i=1}^{r} w_{i1} |E_{i1} - E_{i2}| + w_{i2} |\sigma_{i1} - \sigma_{i2}| + w_{i3} |s_{i1} - s_{i2}|, \]  

(2.6)

where,

\( (H, I) \): the two image distributions being compared

\( i \): the current channel index (e.g. 1=R, 2=G, 3=B)

\( r \): number of channels (e.g. 3)

\( E_{i1}, E_{i2} \): the first moments (means) of the two image distributions

\( \sigma_{i1}, \sigma_{i2} \): the second moments of the two image distributions

\( s_{i1}, s_{i2} \): the third moments of the two color distributions

\( w_i \): the user-specified weights for each moment
2.1.1.3 Color coherence vectors

A way of incorporating spatial information into the color histogram is by using the Color Coherence Vectors (CCV) [25]. Every bin of a histogram is divided into two different types: coherent, if it belongs to a large uniformly-colored region, or incoherent, if it does not.

Let $a_i$ be the number of coherent pixels of the $i^{th}$ color bin in an image and $b_i$ the number of incoherent pixels. Assuming that the color histogram of an image is represented by the vector $\langle a_1 + b_1, a_2 + b_2, \ldots, a_N + b_N \rangle$, then the CCV of the image is formed as:

$$CCV = \langle (a_1, b_1), (a_2, b_2), \ldots, (a_N, b_N) \rangle.$$  \hfill (2.7)

By adding spatial information, it was shown that CCV provides better retrieval results than the color histogram, especially for those images which have either mostly uniform color or mostly texture regions [25].

2.1.1.4 MPEG-7 color descriptors

2.1.1.4.1 Dominant Color Descriptor (DCD)

The DCD gives a compact description of the most dominant colors in an image. The dominant colors are calculated for each image rather than being fixed in the space defined by the histogram bins. The DCD layout is

$$DCD = \{c_i, p_i\}, \ i=1, 2, \ldots, N,$$ \hfill (2.8)

where,

$N$ : number of dominant colors

$c_i$ : a 3-D color vector (e.g. RGB space)

$p_i$ : percentage of pixels in the image corresponding to color $i$

The maximum value for $N$ is 8. In order to extract the dominant colors, the colors of the
image are clustered, usually in a perceptually uniform color space such as the LUV space. The
dissimilarity, $D$, between two DCDs

$$DCD1 = \{c_{1i}, p_{1i}\}, i = 1, 2, \ldots, N_1,$$

$$DCD2 = \{c_{2i}, p_{2i}\}, i = 1, 2, \ldots, N_2,$$

is

$$D(DCD_1, DCD_2) = \sum_{i=1}^{N_1} p_{1i}^2 + \sum_{i=1}^{N_2} p_{2i}^2 - \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} 2a_{1i,2j} p_{1i} p_{2j}, \quad (2.9)$$

where $a_{k,i}$ similarity coefficient between two colors $c_k$ and $c_l$

$$a_{k,i} = \begin{cases} 
1-d_{k,l}/d_{\text{max}} & d_{k,l} \leq T_d \\
0 & \text{otherwise}
\end{cases}$$

with $d_{k,l} = \|c_k - c_l\|$ the Euclidean distance between the colors $c_k$ and $c_l$. $T_d$ is the maximum
distance for two colors still considered to be similar and $d_{\text{max}} = aT_d$, where $a$ is a parameter.

2.1.1.4.2 Scalable Color Descriptor (SCD)

The SCD is defined in the HSV (Hue-Saturation-Value) color space with fixed color space
quantization, and uses a Haar transform encoding [29]. The basic unit of the Haar transform
consists of a sum and a difference of two adjacent histogram bins: primitive low-pass and high-
pass filters. This unit is applied across the 256-bin color histogram of the image. Optional
repetition results in lower resolution descriptors of 128, 64, 32 and 16 bits, and hence the
descriptor is called scalable.
2.1.2 Texture

Texture provides surface characteristics for the analysis of many types of images including natural scenes, remotely sensed data, and biomedical modalities. Unlike color, texture occurs over a region rather than a point or pixel and it can be measured in terms of smoothness, coarseness, and regularity [30]. Over the past few decades texture has been broadly studied as a means of CBIR and several techniques have been developed, in both the spatial and frequency domain. Early approaches include gray-level co-occurrence matrices [31], Tamura features [32], multi-orientation filter banks [33], and Wold features [39]. In more recent approaches, different transforms were used to extract texture statistics, like the Discrete Cosine Transform (DCT) [34], wavelet transform [35, 36, 38], Gabor transform [37], and Fourier transform [40]. Texture features were also included in the MPEG-7 standard [26].

Extraction of texture features can sometimes be a very time consuming task, especially if a system entails image segmentation. This is a very serious thing to consider when it comes to image retrieval from the web, since large numbers of images are usually collected and processed. Processing and retrieval times of these images are crucial, so we aim for our WBIR system to extract texture features globally in order to speed up the retrieval process.

From the aforementioned texture features, Gabor filter features and MPEG-7 texture descriptors are simple to implement and fast when applied globally on images. Their mathematical descriptions follow.

2.1.2.1 Gabor filter features [41]

Gabor filter features are widely used for texture extraction in CBIR systems. They work optimally in minimizing the joint uncertainty in space and frequency, and are often used as orientation and scale tunable edge and line detectors. A two-dimensional Gabor function $g(x, y)$
is defined as

\[ g(x, y) = \frac{1}{2\pi \sigma_x \sigma_y} \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) + 2\pi i Wx \right], \tag{2.10} \]

where, \( \sigma_x \) and \( \sigma_y \) are the standard deviations of the Gaussian envelopes along the x and y direction.

Then, a set of Gabor filters can be obtained by appropriate dilations and rotations of \( g(x, y) \):

\[ g_{mn}(x, y) = a^{-m} g(x', y'), \]

\[ x' = a^{-m} (x \cos \theta + y \sin \theta), \]

\[ y' = a^{-m} (-x \sin \theta + y \cos \theta), \tag{2.11} \]

where \( a > 1 \), \( \theta = n\pi / K \), \( n = 0, 1, \ldots, K - 1 \), and \( m = 0, 1, \ldots, S - 1 \). \( K \) and \( S \) are the number of orientations and scales. The scale factor \( a^{-m} \) is to ensure that energy is independent of \( m \).

Given an image \( I(x, y) \) its Gabor transform is defined as

\[ W_{mn}(x, y) = \int I(x, y) g_{mn}^*(x - x_1, y - y_1) dx_1 dy_1, \tag{2.12} \]

where * indicates the complex conjugate. Then the mean \( \mu_{mn} \) and the standard deviation \( \sigma_{mn} \) of the magnitude of \( W_{mn}(x, y) \). Hence, \( f = [\mu_{00}, \sigma_{00}, \ldots, \mu_{mn}, \sigma_{mn}, \mu_{S-1K-1}, \sigma_{S-1K-1}] \) can be used to represent the texture feature of a homogeneous texture region.

### 2.1.2.2 MPEG-7 texture descriptors

The MPEG-7 standard [26] included two texture descriptors: the Homogeneous Texture Descriptor (HTD) and the Edge Histogram Descriptor (EHD).

#### 2.1.2.2.1 Homogeneous Texture Descriptor (HTD)

The HDT is a vector that consists of the outputs of a Gabor filter bank. The 2-D frequency
plane is partitioned into 30 channels which are modeled by Gabor filters with different scales and orientations. The HTD layout is:

$$HTD = [f_{DC}, f_{SD}, e_1, e_2, \ldots, e_{30}, d_1, d_2, \ldots, d_{30}]$$ \hspace{1cm} (2.13)

where,

- $f_{DC}$: the mean of the whole image
- $f_{SD}$: the standard deviation of the whole image
- $e_i$: the non-linearly scaled and quantized mean energy of the $i^{th}$ channel
- $d_i$: the energy deviation of the $i^{th}$ channel

As it can be seen from (2.13), the HTD is a 62-dimensional feature vector. For image retrieval, only the distance between two feature vectors, $\text{dist} \tan ce(HTD_{QUERY}, HTD_{DATABASE})$, needs to be calculated.

### 2.1.2.2 Edge Histogram Descriptor (EHD)

The EHD contains information about the spatial distribution of edges in an image. Each image is divided into 4x4 sub-images and the local-edge histogram for each of these sub-images is stored. The edge histogram edges are categorized in five types: vertical, horizontal 45 degrees diagonal, 135 degrees diagonal, and non-directional. The histogram for each sub-image is obtained by subdividing it into smaller image blocks within which edge detectors are applied. The vector layout of EHD is

$$EHD = [h_{0,0}^{90}, h_{0,0}^{0}, h_{0,0}^{45}, h_{0,0}^{135}, h_{0,0}^{\text{nondir}}, \ldots, h_{3,3}^{90}, h_{3,3}^{0}, h_{3,3}^{45}, h_{3,3}^{135}, h_{3,3}^{\text{nondir}}]$$ \hspace{1cm} (2.14)

where $h_{i,j}^{a}$ is the histogram count for pixel $(i, j)$ and direction-bin $a$.

According to [26], the image retrieval performance can be significantly improved if the EHD is combined with other descriptors such as the color histogram descriptor. Also, the EHD and
HTD descriptors complement each other: the EHD performs best on large non-homogeneous regions, while the HTD operates on homogeneous texture regions.

2.1.3 Shape

Shape is a key attribute of segmented image regions and it is not used as widely as color and shape features. Shape representation techniques that have been proposed over the past few years can be broadly divided into contour-based and region-based methods [42]. Contour-based shape descriptors include Fourier descriptors [43], curvature scale space [44], and shape signatures [45]. Region-based shape descriptors include moment descriptors [46] and grid descriptors [47]. Region-based shape approaches seem to be superior to contour-based approaches since they can capture interior information in a shape, rather than exploiting information at boundary points, as contour-based descriptors do. Also, they can be employed to describe disjoint shape and robust shape distortions [42].

Segmentation and extraction of shape features can be a very time consuming and complex process, which can become a drawback when dealing with web-based image retrieval systems. For this reason, we are not going to use any shape features in our system, so we do not further explore mathematical descriptions of such features.

2.2 Similarity measures

After feature extraction is completed, appropriate metrics must be used in order to calculate the visual similarities between a query image and the images in the CBIR system’s database. The result of the retrieval is not a single image but a list of images ranked by their similarities with the query image. A lot of similarity measures/distances have been used in image retrieval. Below
we present a few of the most popular ones.

2.2.1 Euclidean distance

Also known as $L^2$ norm, the Euclidean distance sums up the squared difference between pixels. Between two image vectors $x$ and $y$, of length $N$, the Euclidean distance can be expressed as

$$L_2(x, y) = \sum_{i=1}^{N} (x_i - y_i)^2.$$

(2.15)

Examples of systems that utilize the Euclidean distance include [48] and [49].

2.2.2 Mahalanobis distance

The Mahalanobis distance calculates the negative sum of the products of the pixels and $\lambda_i$, the eigenvalue of a specific dimension [50, 51]. The Mahalanobis distance between the image vectors $x$ and $y$, of length $N$, is

$$Mal(x, y) = -\sum_{i=1}^{N} x_i y_i \frac{1}{\sqrt{\lambda_i}}.$$

(2.16)

2.2.3 Kullback-Leibler (K-L) divergence

The K-L divergence is a histogram based metric [35]. Having two image histograms $H$ and $H'$, the K-L divergence is defined by

$$d_{KL}(H, H') = \sum_{m=1}^{M} H_m \log \frac{H_m}{H_m'},$$

(2.17)

where $M$ is the number of bins in the histogram. Basically, the K-L divergence measures how inefficient it would be to code one histogram using the other. A problem with this metric is that it is neither symmetric nor numerically stable.
CHAPTER 3
RISE – REFINED IMAGE SEARCH BY EXAMPLE

3.1. General structure of RISE

The technical work done for this thesis concentrated on the construction of RISE, a system that carries out web-based image searches provided a user defined keyword and an image, and which returns refined image results by comparing the original search results with the given image. Figure 2 illustrates the general structure of RISE.

As it can be seen from Figure 2, RISE basically takes six steps to complete its image search and refinement tasks. Below is a brief description of each of these steps.
• **Step 1:** A user submits his search query to the system. The query is dual, since it consists of both a keyword and an image.

• **Step 2:** RISE keeps the query image and utilizes the keyword as a further input to Google Image Search. The functionality of attaining the image data from Google was achieved by exploiting the development options that are available in the respective Google Image Search JavaScript API. Further details for this API can be found in [52]. Since Google poses restrictions on the number of the results that can be returned by utilizing the aforementioned API, the maximum number of images that RISE can get is 64.

• **Step 3:** RISE receives the URLs of the resulting images and presents the images in the order they were sent from Google.

• **Step 4:** The image URLs, along with the query image, are subsequently fed to the feature extraction and ranking algorithm of the system. This algorithm extracts low level features from both the resulting images and the given image, and utilizes similarity measures in order to calculate rankings that show how close is the content of the query image to the content of each of the resulting images. Section 3.3 contains a detailed description of the algorithm used.

• **Step 5:** After the similarity rankings are calculated, the algorithm re-orders the URLs of the image results and sends them back to RISE.

• **Step 6:** RISE receives the refined results and presents them below the original ones (for comparison purposes). Therefore, the user can observe the differences between the two result sets and evaluate how effective the refinement process is.
3.2. User Interface design

The user interface of RISE was designed in Microsoft Visual Studio 2010 by utilizing the ASP.NET 4 web development model and the web controls that it comes with [53]. On the client side, interactions with the interface are done in JavaScript scripting, whereas interactions on the server side are achieved by C# programming.

In general, the interface of RISE is meant to be simple and easy to use so that it is user-friendly. Figure 3 below shows how the interface looks like before any interactions with the user take place.

![Fig. 3: Initial screen of RISE.](image-url)
The user-interface components, as they are shown in Figure 3, are now discussed. On the top-left corner of the screen, the logo\(^2\) of RISE was placed as well as two links, ‘About’ and ‘Help’, that lead to information regarding RISE itself and its usage. The main part of the screen is composed of a larger version of the logo and the actual search components, accompanied with instructional labels.

The search components are three: a textbox, a file uploader, and a button with the label ‘Search’. The textbox serves as the container of the textual query, whereas the file uploader is a means of uploading the query image to the system. By clicking the ‘Browse’ button of the uploader, users can navigate their local file system and choose the image they wish to give as example for the search. The instructional labels above the textbox and the file uploader, i.e. ‘Enter a keyword’ and ‘Upload an image’, prompt users as to where exactly to put their search queries.

The ‘Search’ button triggers validation of the search. If both the keyword and the example image are provided, then clicking on the ‘Search’ button means that the search initiates and the interface is waiting for the results to be returned, which are subsequently presented on the screen. However, if a user does not provide both of the queries or he does not upload an image but any other type of file, then clicking the ‘Search’ button returns appropriate error messages and the search does not initiate. Figures 4, 5, and 6 show examples of failed search initializations.

\(^2\) The logo of RISE was designed in Microsoft Expression Design 4.
Fig. 4: Search initialization failure due to inexistence of both queries.

Fig. 5:
Search initialization failure due to inexistence of the image query.

![Image of RISE interface](image)

**Fig. 6:** Search initialization failure due to wrong file type upload.

When the search validates, i.e. both search queries were entered correctly, clicking of the ‘Search’ button triggers initialization of the search. The keyword entered in the textbox is used as the query of a new Google Image Search and RISE waits for the results to be returned so that it can continue with the search refinement phase.

As soon as the ‘Search’ button is clicked, an animated ‘loading’ image appears under the ‘Search’ button, showing that the system is searching. This loading image is kept on the screen until both sets of results, Google’s and refined, are presented on the screen. In addition to the ‘loading’ image, the query image is also shown on the screen, preceded by the label ‘Your image’. Figure 7 shows an example of the aforementioned changes on the screen, when RISE starts carrying out a search using the keyword ‘castle’ and a related query image.
Fig. 7: Search initialization success and immediate changes on the screen.

Below the query image, the results from Google Image Search are presented, and when the refined results are ready they are also presented on the screen. For the presentation of both the Google Image results and the refined results the jCarousel plug-in was used. More information regarding this plug-in can be found in [54]. The results of example searches are discussed in
3.3. Feature extraction and ranking algorithm

As it was already mentioned in the previous sections, the feature extraction and ranking algorithm of RISE initiates when the results of Google image search are returned to the system. As input, the algorithm takes the query image and the URLs of the images returned from the search and it implements feature extraction based on both color and texture. The algorithm produces two sets of features for both the query and each of the resulting images. This process is described below.

• **Feature set 1:** The query image is converted from the RGB (Red-Green-Blue) color space to the HSV (Hue-Saturation-Value) color space and a 4-bin histogram is created for each of the three HSV channels. Each histogram is then normalized for the total number of pixels of the image, since we’re dealing with different size images. Each histogram can be calculated using (2.2), but since we then normalize by the number of pixels then the resulting equation becomes:

\[ h_m = \text{Prob}\{M = m\} \quad (3.1) \]

The reason that the HSV color space was chosen is that, it corresponds more naturally to human perception. Hue corresponds to what color is used, Saturation to how saturated the color is, and Value to brightness, as can be seen in Figure 8. Therefore, the HSV-based features should be more useful for image retrieval purposes than RGB-based features, if features are to be produced independently from each of the three color-space coordinates.
Fig. 8: The HSV color-space.

• Feature set 2: In addition, the mean value of the original RGB image is calculated and used as an approximation to the Luminance of the image. Therefore, a grayscale image is produced. Then, the Histogram of Oriented Gradients (HOG) [55, 56] is calculated for the grayscale image. This method counts occurrences of gradient orientation in localized overlapping regions (cells) of an image. For each cell, both the vertical and the horizontal gradient values are initially calculated by applying the following filter kernels: \([-1,0,1]\) and \([-1,0,1]\). In addition, gradient angle/orientation values are calculated for each pixel location using the horizontally and vertically filtered images. Then, the corresponding cell histograms are created. Every pixel within a cell casts a weighted vote, according to the gradient L2-norm, for an orientation-based histogram channel [55]. The cells can have rectangular or radial shape and the histogram channels are evenly spread over 0 to 180 degrees or 0 to 360 degrees, depending on whether the gradient is “unsigned” or “signed”.

In the implementation used for RISE, which was provided by [55], it was assumed that gradient is unsigned and the cells rectangular, and that every image is divided into nine cells where each cells overlaps half of its area in each direction (horizontal or vertical). Furthermore it was assumed that each cell histogram is comprised of two orientation bins.
As a result, the overall gradient histogram for each of the images is composed of eighteen values, so the feature vector has length 18.

To conclude, the two aforementioned feature sets are calculated and the four feature vectors are extracted from each image. Then, for each feature vector of the query image and every corresponding vector of the resulting images, the Euclidean distance between the two feature vectors is calculated using (2.15) and is set as the similarity score for that feature. In order to produce the final similarity score, between the query image and a resulting image, the four feature similarity scores that are associated with the four feature vectors are weighted. This weighting quantifies how effective each of the four features is. For RISE, all such weights were set to 1, so all features have equal importance. Lastly, the four weighted feature similarity scores are summed up to produce the final similarity score.

The feature extraction and generation of similarity scores processes were initially developed in Matlab and then the Matlab Compiler was used to package the Matlab application into a .NET component [57]. Then, the .dll library of the .NET component was incorporated in C# code. As a result, by taking advantage of the fact that Matlab is a high-level language, a large number of features and feature combinations were evaluated first before concluding that the selected subset of 4 features is indeed effective.
CHAPTER 4
SEARCH RESULTS

This chapter discusses example results returned from six different searches using RISE, where the image ranking process is shown to be effective. For each search, the keyword used is listed and the query image is shown. Moreover, the first 8 images that were returned using the text-only search are shown and below them are shown the first 8 images that are returned by RISE, i.e. the refined/ranked results. As was previously mentioned, the jCarousel plug-in for JavaScript allows the user to observe the full results for both sets by clicking on the arrow on the right of the image sequence. Presenting the first 8 results (which correspond to the 8 best matches) is indicative of the performance of the algorithm. It is noted that the original number of images that are returned by the Google API is 64 at the most. The search results are limited to only medium-size images so that the search process is faster.
• **Search 1** (keyword: ‘CSUCI Bell Tower’)

![Image of CSUCI Bell Tower]

**Fig. 9:** Results of search with keyword ‘CSUCI Bell Tower’.

The results of this first search provide a good example of how RISE was able to identify the more relevant images to the query image. As it is can be seen, the building that we were looking for (i.e. ‘CSUCI Bell Tower’) appears in the first eight refined results, in contrast to the first eight Google results that contain four unrelated images. Also, it is noted that the first refined result of this search is the same as the query image – the two images vary only in their size.
• **Search 2** (keyword: ‘The Alamo’)

![Your image](image)

| Google Image Search Results
| ![Image 1](image1) | ![Image 2](image2) | ![Image 3](image3) | ![Image 4](image4) | ![Image 5](image5) | ![Image 6](image6) | ![Image 7](image7) | ![Image 8](image8) |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |

| Refined Image Search Results
<table>
<thead>
<tr>
<th><img src="image9" alt="Image 9" /></th>
<th><img src="image10" alt="Image 10" /></th>
<th><img src="image11" alt="Image 11" /></th>
<th><img src="image12" alt="Image 12" /></th>
<th><img src="image13" alt="Image 13" /></th>
<th><img src="image14" alt="Image 14" /></th>
<th><img src="image15" alt="Image 15" /></th>
<th><img src="image16" alt="Image 16" /></th>
</tr>
</thead>
</table>

**Fig. 10:** Results of search with keyword ‘The Alamo’.

This search also provides a nice example of results refinement. The first eight Google results contain four images other than the building depicted in the query image. The first eight refined results, however, all show the building that is being searched, in different views. So, the combination of color and texture features seems to have worked very well in this case. The refined results of this example could be useful in systems that collect images in order to create 3D models of locations by utilizing different views, or in systems that need to create panoramic images.
• **Search 3** (keyword: ‘No Reservations’)

![Your image]

**Fig. 11:** Results of search with keyword ‘No Reservations’.

The textual query of this search is the name of a TV show and the image query a picture of the show’s host along with some graphics. As it can be seen, seven out of eight of the first refined results correctly depict the object of the search, and only one (the seventh) is irrelevant. On the opposite site, Google shows only one image relevant to the query image and seven irrelevant, since the name of a famous movie is also ‘No Reservations’. What is also shown from the above results, the first image returned in the refined results is actually the query image without the graphics in the bottom-right part of the query image.
• **Search 4** (keyword: ‘Andy Warhol paintings’)

![Google Image Search Results]

**Fig. 12**: Results of search with keyword ‘Andy Warhol paintings’.

In this example, the query image is a portrait of John Lennon created by Andy Warhol, so the target of the search was to find similar paintings of to the one shown in the query image, in terms of showing the same image in different colors (this is referred to as the ‘Andy Warhol effect’). Even though only 4 of the 8 images in the refined results show the ‘Andy Warhol effect’, all of them show images having various hues and high saturation, much-like the query image does. For example, even the image that depicts Marilyn Monroe just once is a more saturated version in the refined results set than the one shown in the Google results set. In addition, the texture-based feature could have had a lot to do with retrieving the 4 images having the ‘Andy Warhol effect’, since the gradients are calculated on various regions of the image (locally) and that could have captured the horizontal and vertical edges that are created by repeating the same image multiple times or using crosshair separations. Nevertheless, we need to point out the limitation that since RISE only uses low-level features, it wouldn’t have been possible to specifically search for other
Andy Warhol portraits of the same person as the one depicted in the query image – for example, Andy Warhol made additional portraits of John Lennon which could have been targeted in a search. To do that, we would need higher level features.

- **Search 5 (keyword: ‘Owl’)**

![Fig. 13: Results of search with keyword ‘Owl’.

Taking a look at this final search example, we can see that the first three refined results depict the same type of owl as the one shown in the query image. Also, the hue and saturation of the refined results is very close to the hue and saturation of the query image. This is not true for the 3rd result which has a noticeably different view, so the high-ranking of this result may be attributed to the brightness-based feature. Lastly, comparing Google’s and refined results, we saw that the two graphics-created images (4th and 6th images) were ranked very low by the refined results, perhaps due to the very different texture that graphic images have. Lastly, it is mentioned that in the 55 original images that were returned by Google, the same type of owl was present in 2 additional images that RISE did not identify as one of the top 8. This is due to the
fact that the depicted size of those owls was a lot smaller with respect to the size of the image, so the main statistics that were captured by the low-level features were those of the background.

- **Search 6 (keyword: ‘Pluto’)**

![Image of Pluto search results]

**Fig. 14:** Results of search with keyword ‘Pluto’.

This search utilizes a graphical image of Disney’s character ‘Pluto’. If one simply uses the keyword ‘Pluto’ then, for the most part, images of the Disney character and the planet will be returned. So this is a case where a query image can be really useful. As it is shown, Pluto – the Disney character – appears in the 1st-5th and 7th refined results, in contrast to the original results, where Pluto appears in only three results. The 6th and 8th refined results are faulty. For the 6th refined result, specifically, we can say that it most probably appears in this position due to its smooth texture (in the large black region that surrounds the planet); the texture of the input image is also quite smooth since it is a graphical image. Nevertheless, RISE provided good overall results.
CHAPTER 5

CONCLUSIONS AND FUTURE WORK

6.1. Conclusions

This thesis concentrated on the development of the Refined Image Search by Example (RISE) system, which carries out web-based image searches and attempts to refine the results by utilizing an image analysis and ranking algorithm. The background research that preceded the development of RISE examined existing frameworks and systems for web-based image retrieval. The idea behind developing of RISE is the fact that search results returned from a search which combines a textual and a visual query can be more effective than a search that uses only one of these queries. Specifically, the image results of a text-based search are retrieved from the web using the Google Image Search JavaScript API. Subsequently, four low level features (histograms of oriented gradients, of hue, of saturation, and of brightness) are extracted from both the resulting images and the query image. Finally, a similarity measure is used to rank the order of the resulting images with respect to the query image. Therefore, the RISE image search results are presented in a refined and more relevant order using the user interface that was developed using ASP.NET and C#.

6.2. Future work

The first thing that can improve RISE is increasing the number of the resulting images that are acquired from the text-based search. Specifically, the third party data provider (Google Image Search API) restricts the number of images that can be used to a maximum of 64, therefore, this eliminates the possibilities of attaining more robust results. The larger the image set is, the
greater the possibility of obtaining more images similar to the reference image becomes. A solution to this problem could be the use of a custom web crawler that has access to more images on the web or the use a different third party data provider having fewer restrictions.

A second thing that can be changed in order to improve the effectiveness of the ranking process, is to utilize high level features. By doing so, semantically meaningful results can be obtained. Examples of such techniques include: relevance feedback for learning the users’ ‘intention’, using machine learning methods to associate low-level features with query concepts, fusing the evidence from HTML text and the visual content of images [7], incorporating pattern recognition methods, etc. Of course, the use of larger sets of low-level features may also lead to better results, particularly if a training process can be implemented so that feature-specific weights can be produce in order to combine their similarity scores into one final score.

Finally, a drawback of RISE is the speed with which it returns the refined results. This can be solved with the use of a Graphical Processing Unit (GPU) or with the use of Cloud Computing resources.
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